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Abstract—This paper presents algorithms designed for
one-dimensional (1-D) and 2-D surface electromyographic
(S-EMG) signal compression. The 1-D approach is a wavelet
transform based encoder applied to isometric and dynamic
S-EMG signals. An adaptive estimation of the spectral shape
is used to carry out dynamic bit allocation for vector quanti-
zation of transformed coefficients. Thus, an entropy coding
is applied to minimize redundancy in quantized coefficient
vector and to pack the data. In the 2-D approach algorithm,
the isometric or dynamic S-EMG signal is properly seg-
mented and arranged to build a 2-D representation. The high
efficient video codec is used to encode the signal, using
16-bit-depth precision, all possible coding/prediction unit
sizes, and all intra-coding modes. The encoders are eval-
uated with objective metrics, and a real signal data bank
is used. Furthermore, performance comparisons are also
shown in this paper, where the proposed methods have
outperformed other efficient encoders reported in the lit-
erature.

Index Terms—Dynamic bit allocation, HEVC encoder,
S-EMG signal compression, transform-based encoder,
wavelet transform.

I. INTRODUCTION

SURFACE electromyography has been studied in several ar-
eas of human knowledge, such as clinical [1]–[3]; orthope-

dic and sports medicine [4], [5]; biomechanics [6]; and control
systems for prostheses [7], [8]. In all the applications men-
tioned, one or many S-EMG channels are digitized, transmitted
through a wired or wireless link to a base station, organized
into a data file to be stored for offline processing, or organized
in segments (sample set) for real-time applications. Each elec-
tromyographic channel is usually scanned at a rate ranging from
1 to 4 k-samples per second using two bytes to represent a sam-
ple. The A/D converters generally produce an output that varies
between 12 and 16 bits [4], [6]. It is also possible to use an A/D
converter with 24-bit fixed-point or floating-point word length
quantization.
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The amount of bitrate generated by an experiment involving
S-EMG signals must be proportional to the sampling rate, the
digital word length used in quantization of the samples, the
number of S-EMG channels, and the duration of the experiment.
Therefore, this procedure may require a large mass memory
for data storage or a high-bandwidth channel for transmission.
Hence, it is important to develop coding techniques to minimize
the statistical redundancy and reduce the irrelevancies in S-EMG
signals. The search for efficient data compression techniques has
been the focus of several studies.

Most S-EMG coding methods found in the scientific literature
can be classified as either parametric coding or transform do-
main coding (which are normally based on the Discrete Wavelet
Transform). The great majority of papers that address S-EMG
parametric coding are based on Linear Predictive Coding (LPC)
[9]–[14]. The LPC approach is predominantly used to represent
the spectral envelope of digital signal in compressed form, and
it is frequently found in speech encoders at low bit rates [15],
[16]. The hybrid algorithm ACELP (Algebraic Code-Excited
Linear Prediction) [16] presents good results when applied to
S-EMG signals compression [12]–[14]. Compared to the trans-
form domain methods, the LPC modeling has advantages in im-
plementation of computational effort. However, the estimated
signal spectrum is very sensitive to LPC coefficients, and the
technique loses the original information in the signal phase [15].
Thus, fidelity in the decoded waveform is inferior compared to
the waveform transform-based encoders. The performance of
LPC encoders is limited to the theoretical limits of predictive
modeling [15].

Moreover, studies considering adaptive Differential Pulse
Code Modulation (ADPCM) [17], [18] applied to S-EMG com-
pression are frequently found in the literature [19]–[22]. The
real-time implementation using low computational complexity
is the main improvement of this technique. Vector quantization
algorithm [23] to code S-EMG time waveform is likewise found
in literature [24]–[26]. The reported algorithms were designed
to preserve the spectral signature of S-EMG signal to compute
the main clinically interesting medical parameters, such as mean
frequency and median frequency.

Waveform transform-based encoders have shown better per-
formance evaluation based on objective metrics when com-
pared to signal-to-noise ratio (SNR) and data compression rate
[9]. Discrete Wavelet Transform (DWT) and Discrete Cosine
Transform (DCT) have been applied to EMG encoders due
to their energy concentration characteristic in the transformed
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domain [27]. Algorithms such as embedded zero-tree wavelet
(EZW) compression algorithm [28]–[30] have a high compres-
sion ratio with low distortion of the EMG waveform.

Several studies have sought to optimize the base functions to
better decorrelate the S-EMG signal in the transformed domain
[31]–[34]. Other researchers have invested in a hybrid approach
to modify the standard transform-based encoder. For example,
a vector quantization was applied on the transformed wavelet
coefficient vector [35]. Another approach used mathematical
models [36] or neural networks [37], [38] to approximate the
spectral magnitude shape in wavelet domain. Consequently, dy-
namic bit allocation was carried out for quantization of wavelet-
transformed coefficients.

Algorithms originally developed to compress images have
also been applied to S-EMG coding [39]–[48]. In those exam-
ples, S-EMG is segmented by rectangular windows of length N
(samples), and the entire signal composed of M segments is ar-
ranged into N × M matrix. Thus, two-dimensional technique
is applied to code data. The use of JPEG2000 [39]–[42], [44],
H.264/AVC [40], [44], HEVC [44], 2D-DCT [43], 2D-DWT
[43], and 2D-fractal [45] were also reported in literature. The
standard JPEG compress algorithm approach for high-density
electromyography (HD EMG) was found in [46], and recurrent
patterns [47] for 1D S-EMG [48] and for 2D S-EMG [44] sig-
nals were found in the literature. Furthermore, research involv-
ing compressed sensing was also encountered in the literature
[49]–[53].

In this work, we present algorithms designed for 1D (one-
dimensional) and 2D (two-dimensional) surface electromyo-
graphic (S-EMG) signal compression. The 1D approach is a
wavelet transform-based encoder. An adaptive spectral shape
estimation is used to carry out dynamic bit allocation for quanti-
zation of transformed coefficients. An entropy coding is applied
to minimize redundancy in quantized coefficient vector and to
pack data. In the 2D approach algorithm, the isometric or dy-
namic S-EMG signal are properly segmented and arranged to
build a two-dimension representation. This novel 2D composi-
tion increases the spatial correlation of the signal, thereby in-
creasing the encoding performance of a differential encoder. The
H.265/HEVC encoder, a hybrid transform domain/differential
encoder, is then applied. The HEVC is configured to encode the
S-EMG 2D data. The encoders are evaluated with objective met-
rics and use a real signal data bank. Performance comparisons
with other efficient encoders proposed in scientific literature are
also shown.

II. 1D S-EMG COMPRESSION ALGORITHM

Wavelet transform based encoders with dynamic bit alloca-
tion for the transformed coefficients quantization was presented
in [36]. The transformed coefficient vector, in this proposal, is
quantized according to the mathematical model used for spectral
shape estimation. Fig. 1 presents the proposed 1D WDAL (1D
Wavelet Dynamic Adaptive-Log Bit Allocation) encoder block
diagram. In this approach, the S-EMG signal is segmented into
windows of length N samples. N is an integer power of 2.
A discrete wavelet transform is applied to each window. The

Fig. 1. Block diagram of 1D WDAL encoder.

transformed coefficient vector is segmented into sub-bands. The
coefficients of each sub-band are quantized with an amount of
bits indicated by the estimation model of the spectral shape. The
algorithm for spectral shape estimation is adaptatively computed
for each window with low-pass characteristic and leads to a bit
allocation vector. This algorithm will be described below. The
wavelet transform-vector quantization leads to a vector of sym-
bols, which is compressed by a lossless compression technique.
The bit allocation vector is also compressed with a lossless tech-
nique and packaged as side information. Arithmetic coding is
used for lossless compression [54].

A. Spectral Shape Estimation and Transformed Vector
Quantization

The dynamic range of the wavelet coefficients W [k] in the
transformed space is normalized to satisfy (1)

max {|W [k]|}k=0,1,...,N−1 ≤ 2D − 1 (1)

where D to the word depth (in bits) with which the sequence
x[n] is digitalized with fixed point representation (in the cases
simulated in this work, N = 2048 samples and D = 16 bits).

The transformed coefficients vector is also segmented, gen-
erating a total of M sub-bands (the examples presented in this
work used M = 16). Each sub-band has N/M transformed coef-
ficients (the examples presented in this work have N/M = 128
coefficients). For a given sub-band of index m, there are N/M
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transformed coefficients that belong to the same sub-band and
may be quantized up to a maximum of the word bit-depth as-
signed to the respective sub-band, according to the mathematical
relations

Wq [k] = I nt

{
W [k]

2D − 1
γ [m]

}
(2)

k = N

M
m,

N

M
m + 1, . . . ,

N

M
m + N

M
− 1 (3)

and m = 0, 1, . . . , M − 1 (4)

where W [k] and Wq [k], k = 0, 1, . . . , N − 1, are the original
and quantized wavelet transformed coefficients, respectively.
The parameter γ [m] is obtained from an adaptive spectral shape
estimator that seeks to model the S-EMG signal envelope of
the spectrum energy considering that the information, although
non-stationary, has a low-pass characteristic. The calculation of
γ [m] is described below.

The proposal of an adaptive model to estimate the spectral
shape involves the distribution of energy in the wavelet trans-
form domain. At this point, it is necessary to define, for a given
sub-band of index m, the energy of the sub-band E[m], the
cumulative energy Ea[m], and the vector energy of the total
transformed coefficients E as

E [m] =
(m + 1) N

M −1∑
k=m N

M

|W [k]|2 (5)

Ea [m] =
m∑

k = 0

E [k] (6)

E =
N − 1∑
k = 0

|W [k]|2 (7)

Based on (5)–(7), the spectral shape estimation function ρ[m]
is defined, which provides the amount of the total energy that
has been stored up to the index m, and can be expressed as

ρ [m] = 1 − Ea [m − 1]

E
f or m ≥ 1, ρ [0] = 1 (8)

The number of bits associated to quantize the coefficients of
each sub-band is computed by the expression

B[m] = intsup
{

Q + log2 (βρ[m])
}

if B[m] < 0 then B [m] = 0
(9)

where Q is a parameter in which the unit is bits, β is a positive
scaling factor that can shift vertically the bit allocation curve,
and B[m] gives the maximum word bit-depth in which a coeffi-
cient of sub-band m can be quantized. Note that B[0] indicates
the largest bit-depth used in the quantization of the coefficient
vector and is equal to

B [0] = intsup {Q + log2 (β)} (10)

For example, for Q = 8 bits and β = Q chosen, lead to
B[0] = 11 bits. A typical behavior of B[m] for S-EMG sig-
nals can be illustrated as

B− = [11, 10, 10, 9, 9, 9, 8, 8, 8, 7, 6, 6, 4, 2, 0, 0] (11)

Fig. 2. Block diagram of 1D WDAL decoder.

After having computed the vector, B[m], γ [m] can be calcu-
lated in the form

γ [m] = 2B[m] (12)

γ [m] is used in (2) to quantize the wavelet coefficients. The
vector B[m] (2) is compressed by an entropy encoder and pack-
aged in the compress data file as lateral information to be used
in the decoder to perform the inverse quantization.

After quantization, the sub-bands are regrouped to construct
the symbol vector Wq [k].Wq [k] and B[m] are compressed by
the arithmetic encoder [46], which has been shown to be more
efficient compared to run-length and Huffman techniques. In the
last step, the data is packaged generating the final compressed
representation of the S-EMG signal.

B. 1D Algorithm Decoder

In the decoder, illustrated by the block diagram of Fig. 2,
the data is unpacked. The lossless decoder is applied to obtain
the symbols vector corresponding to the quantized coefficient
vector and the vector B[m]. The sub-bands are reconstructed and
then inverse quantization is performed. Next, the sub-bands are
regrouped and the inverse wavelet transform is taken. Finally,
the segments are concatenated in order to obtain the decoded
S-EMG signal.



TRABUCO et al.: S-EMG SIGNAL COMPRESSION IN ONE-DIMENSIONAL AND TWO-DIMENSIONAL APPROACHES 1107

III. 2D S-EMG SIGNAL COMPRESSION

To address the two-dimensional coding of S-EMG signals,
we integrate the High Efficient Video Coding (HEVC) video
encoder in the proposed algorithm. The HEVC [55]–[57], also
known as H.265, is the state-of-the-art standard for video coding.
It was developed by the Joint Collaborative Team on Video
Coding (JCT-VC), which is form by the ITU-T Video Coding
Experts Group (VCEG) and ISO/IEC Motion Picture Experts
Group (MPEG). The first version of the standard was finalized
in January 2013.

When compared to the previous standard H.264/AVC, HEVC
can reduce the bit rate by 40% on average for a similar objective
image quality (using Main Profile) [58], [59]. In order to do so,
HEVC offers a series of encoding tools that can adapt to the
data content. The basic encoding unit is the Coding Tree Unit
(CTU), which is formed by luminance and chrominance image
blocks. The CTU block scan have variable size from 64 × 64 to
8 × 8 pixels. An initial CTU size is set; and during encoding, the
CTU will be partitioned up to its minimum size, if that yields
better encoding performance. In each partition level, the CTU
is coded using differential coding by inter- or intra-fame predic-
tions. Intra-frame prediction means that each block is predicted
from the pixels in the neighbor blocks, which have already been
processed, according to a determined prediction mode, and only
the quantized difference between the original signal and its pre-
diction is encoded. HEVC offers up to 35 intra prediction modes.
This is a significant increment of intra modes compare to pre-
vious standards [58]–[61]. During inter-frame prediction, the
block is predicted from pixels belonging to previously encode
frames. The reference frames can be past or future frames, if bi-
prediction is used. Each CTU can be partitioned into Prediction
Units (PUs), which can be symmetrical and non-symmetrical.
After the PU is selected, the spatial redundancy is also re-
duced using Transform Coding. Discrete Cosine Transform is
used for most blocks, while Discrete Sine Transform can be
used in special cases for chrominance data. There are also dif-
ferent Transform sizes, which are referred to as Transform Units
that vary from 4 × 4 to 32 × 32. Finally, an adaptive entropy
encoder is used for both the motion information and the resid-
ual data. The entropy encoder is similar to the one used in
H.264/AVC.

A previous work has also use HEVC in order to encode
S-EMG signals; moreover, this work has also proposed a pre-
processing step to better construct the 2D input signal [44].
However, the pre-processing step for the Dynamic Protocol
presented here is novel, and it can generate spatial patterns
that can be more efficiently encoded by the HEVC Intra mode.
HEVC, as do most video encoders, uses fixed-point Discrete
Transforms. In order to reduce the distortion introduced by the
transformation, we setup HEVC to work with 16 bit-depth in-
ternal precision. We also ensure that the size of the input signal
is large enough, so all CTU and PU sizes and prediction modes
are available. This configuration enables HEVC to yield com-
petitive results even with a simple pre-processing step as the
one used for the Isometric Protocol. The pre-processing step

Fig. 3. Simplified block diagram of 2D BD–HEVC (2D Burst Detection
HEVC) signal encoding of dynamic protocol.

and decoding algorithm for both protocols are detailed in the
following sections.

A. 2D Encoder Algorithm Proposal for Dynamic Protocol

Fig. 3 shows a simplified diagram illustrating the indepen-
dent modules that constitute the proposed 2D BD-HEVC (2D
Burst Detection HEVC) methodology for encoding 2D S-EMG
signals in dynamic experimental protocols. In the left branch of
Fig. 3, the block diagram describes the procedures used for the
S-EMG segmentation and 2D version signal construction. The
absolute value of the S-EMG signal samples is taken and a low
pass filtering is applied in order to obtain the signal envelope
as shown in Fig. 4. The signal burst is identified and, at each
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Fig. 4. (a) Dynamic S-EMG example and (b) burst estimation Ni , i =
1, 2, . . ..

burst, the amplitude peak is detected. The computed temporal
length in samples between successive bursts corresponds to an
estimative occurrence interval. The physical experiment proto-
col is usually semi-periodic; therefore, the interval of occur-
rences between successive bursts is close to each other. The
arithmetic mean is computed for all the intervals detected of
burst occurrence, generating an estimative for the period of
burst occurrence in samples.

The S-EMG signal is then segmented with segments of length
equal to P samples, and arranged as different lines of a two-
dimensional integer matrix. Each sample is represented by a
2-byte word length. The maximum and the minimum values are
computed in the 2D S-EMG signal, and a DC value is added to
build a 2D signal which has only positive values. This can be
illustrated briefly by Fig. 5.

The next step, as shown in the block diagram of Fig. 3, is to
apply the generated 2D signal [Fig. 5(b)] to the input of HEVC
encoder, which on that occasion is configured with Monochrome
16 Intra profile. In this profile, the encoder will use the 4:0:0
image pattern (luminance samples only), word depth equal to
16 bits, and only the intra-frames prediction.

The proposed 2D array construction increases the spatial cor-
relation between samples; therefore, intra-prediction will work
efficiently. In this approach, the complete S-EMG signal is trans-
form into just a single image. Furthermore, the Deblocking Filter
(DBF), Sample Adaptive Offset (SAO) filters, and the Confor-
mance Window Mode parameter are active, which enables block
padding up to the minimum size of a CU [60], [61].

To the encoded data obtained as output from the HEVC en-
coder, overhead information about the dynamic range of the 1D
S-EMG source signal is added. This information is necessary in
the decoding process.

B. 2D Encoder Algorithm Proposal for Isometric Protocol

In the isometric protocol, the signal does not possess
any burst. Therefore, the previously proposed method for

Fig. 5. 2D S-EMG signal construction example. (a) Segmented S-EMG
signal amplitude in 3D representation. (b) 2D image final representation.

construction of the 2D array can only be applied to the dy-
namic protocol. Nevertheless, a simpler 2D array can be created
by using a fixed size for each row in the array. The fixed size can
be set to the square root value of the original number of samples
of the 1D signal. This will create a rectangular image (RI). If
this value is not an integer number, then it can be rounded up and
a zero padding is performed to complete the rectangular image.
If this is the case, the number of zeros added to the signal is sent
to the decoder as side-information.

C. 2D Algorithm Decoder

In the decoding process, initially, the overhead information is
taken from the packet data for future use in the S-EMG signal
reconstruction, and the HEVC input format file is built. Fig. 6
shows the decoder block diagram. The output signal from the
HEVC decoder is processed to match the dynamic range and DC
level of the original S-EMG signal. Finally, 2D to 1D conversion
is done by concatenating the lines of the 2D S-EMG signal.

IV. EVALUATION METHODS

The two metrics are most commonly used in scientific litera-
ture to evaluate the performance of the encoders: The Compres-
sion Factor (CF) and the Percent Residual Difference (PRD)
[27], [29], [30], [32], [36]–[41], [44], [48]. The compression
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Fig. 6. Block diagram of 2D BD-HEVC (2D Burst Detection HEVC) for
decoding of the dynamic protocol signal.

factor is defined by

C F (%) = Os − Cs

Os
100 (13)

where Os is the number of bits required for storing the original
data, and Cs is the number of bits to represent the compressed
data. The PRD is defined as

P RD (%) =
√√√√∑N − 1

n = 0 (x [n] − x̂ [n])2

∑N − 1
n = 0 x[n]2

(14)

where x is the original signal, x̂ is the decoded signal, and N is
the number of samples in the signal.

To evaluate and compare performances of the proposed en-
coders and the ones found in the scientific literature, two distinct
experimental protocols were addressed: isometric protocol and
dynamic protocol, as detailed below.

A. Isometric Protocol

In order to make a comparative performance evaluation of the
proposed encoders with other works published in the literature,
the same signal data bank was used as in [36], [37], [40], [44],
and [48]. To build a signal data bank based on an experimen-
tal isometric protocol, pre-amplified surface electrodes (model
DE-02, DelSys Inc. Boston MA, USA) were used. The location
of the electrodes was chosen in order to obtain signals from the
biceps brachii muscle. In the experiment, 14 subjects were sub-
mitted to a force intensity with production of muscular fatigue,
maintaining 60% of their maximum voluntary contraction. The
signals were digitized through a data acquisition card with Lab-
VIEW (NI-DAQ for Windows, National Instruments, USA). All

signals were sampled at 2000 Hz, quantized with 12 bits and
stored in 16-bit digital words. The signal duration varied from
3 to 6 minutes.

B. Dynamic Protocol

To evaluate the proposed encoders in a dynamic protocol, a
S-EMG signal data bank constructed by Andrade et al. [62] was
used. A set of S-EMG signals collected from the vastus medi-
alis muscle was used from 9 individuals riding a cycloergometer
(Ergo-Fit, model Ergo Cycle 167, Pirmasens, Germany). In the
experimental protocol, the speed was set at 30 km/h and a fixed
load higher than 250 W was established. The S-EMG signals
were transduced by pre-amplified surface electrodes (model DE-
02, DelSys Inc., Boston, MA, USA), and digitalized by a data
acquisition card with LabVIEW (NI-DAQ for Windows, Na-
tional Instruments, USA). All signals were sampled at 2 kHz
and quantized with 16 bits. The duration of the signals varied
from 3 to 9 minutes.

In the next section, the results obtained are presented. Per-
formance evaluations compared to other methods found in the
literature are also shown.

V. RESULTS

The 1D proposed algorithm will be referred to as 1D WDAL,
while the 2D method based on burst detection for the dynamic
protocol and the 2D rectangular image method will be called
2D BD-HEVC and 2D RI-HEVC, respectively. It is important
to mention that one advantage of the 1D WDAL, is that it can
be easily applied to both the isometric and dynamic protocols.

A. Results Using Isometric Protocol

To construct the two-dimensional signal used for the 2D
RI-HEVC encoder (2D Rectangular Image HEVC) input, the
S-EMG signal is first segmented into fixed 64-sample multiple
windows. In the example shown in Fig. 7, a window length of
128 samples was chosen. The segments are arranged in order
to construct a matrix for the two-dimensional signal representa-
tion. A DC value is finally added so that the amplitude of each
sample assumes a positive value.

Fig. 7 shows the average result measuring PRD as a function
of CF. The results show that the PRD rapidly increases when
the CF is increased over 90%. Table I succinctly illustrates a
comparative performance evaluation between the encoders for
specific CF.

Results of the comparative evaluation for isometric protocol
are summarized in Fig. 7 and Table I. For CF less than 75%,
the 1D WDAL encoder presents better results for PRD. For CF
between 75% and 85%, the HEVC encoder achieved the lowest
PRD. For 90% CF, the results reported by Melo et al. [44], and
for 95% CF, the results reported by Filho et al. [48] presented
the lowest PRD values.

B. Results Using Dynamic Protocol

A summary of the PRD averaged results according to the CF
for the S-EMG signal data bank used for dynamic experimental
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Fig. 7. Simulation results for isometric protocol. The proposed tech-
niques are identified in figure: 1D WDAL (1D Wavelet Dynamic Adaptive
Bit Allocation) and 2D RI-HEVC (2D Rectangular Image HEVC).

TABLE I
COMPARATIVE PERFORMANCE EVALUATION FOR ISOMETRIC PROTOCOL-

PRD (%)

Compression Factor - CF(%)

70 75 80 85 90 95

Berger et al. [37] 1.79 1.80 2.24 3.13 7.61 17.76
Costa et al. [40] - 3.50 4.48 6.92 13.44 -
Filho et al. [48] 1.21 1.75 2.64 4.18 7.33 16.61
Melo et al. [44] - 1.65 2.23 3.38 6.14 -
Norris et al. [30] 3.90 4.12 5.20 8.02 13.08 27.10
Trabuco et al. [36] 2.07 2.22 2.52 3.31 6.88 19.74
1D WDAL 0.77 1.24 1.99 3.36 7.06 19.28
2D RI-HEVC - 1.21 1.78 2.99 6.18 18.33

Note: Best results in bold (lowest PRD for a given CF).

protocol is shown in Fig. 8. Table II presents a comparative
evaluation for specific CF.

The panoramic view in Fig. 8 shows the performance evalua-
tion of the various encoders for dynamic experimental protocol.
Table II summarizes the results found of the percent residual
difference (PRD) for specific value of CF. The proposed 1D
WDAL encoder has better performance compared to the other
techniques reported in Table II for CF equal or below 80%. On
the other hand, the proposed 2D BD-HEVC encoder presented
the lowest PRD when CF is equal or higher than 85%.

According to results of the presented simulations shown in
Fig. 8, the 2D S-EMG constructed using the burst peak seg-
mentation improves the encoder performance. In the experi-
mental dynamic protocol, the 2D Burst-Detection HEVC (2D
BD-HEVC) encoder presents better compression results for the
same CF compared to the 2D Rectangular Image HEVC (2D
RI-HEVC) encoder.

Fig. 8. Performance evaluations of encoders for dynamic protocol. The
proposed techniques are identified in figure: 1D WDAL (1D Wavelet Dy-
namic Adaptive Bit Allocation) and 2D BD-HEVC (2D Burst Detection
HEVC). The performance is also shown of the 2D RI-HEVC (2D Rect-
angular Image HEVC), in which the 2D S-EMG signal is constructed
with fixed window segmentation as was implemented for the isometric
protocol.

TABLE II
COMPARATIVE PERFORMANCE EVALUATION FOR DYNAMIC

PROTOCOL- PRD (%)

Compression Factor - CF(%)

70 75 80 85 90 95

Berger et al. [37] 2.44 2.70 4.41 7.52 20.10 29.96
Costa et al. [40] - - 4.39 5.77 9.39 -
Melo et al. [44] - 4.71 6.25 8.91 12.60 -
Norris et al. [40] 7.75 7.93 9.06 10.02 19.98 35.71
Trabuco et al. [36] 4.41 4.70 5.41 6.40 8.22 15.76
1D WDAL 1.12 1.74 2.64 3.93 6.11 12.63
2D RI-HEVC - - 2.71 4.28 7.96 19.53
2D BD-HEVC - - - 2.66 4.39 10.28

Note: Best results in bold (lowest PRD for a given CF).

VI. DISCUSSION

The results show that the proposed technique can outperform
previous works found in the literature. The 2D encoder pro-
vides better results for high compression rates. This is expected
since the HEVC has been reported to outperform its predecessor
image/video encoders for high compression rates [55], [56]. In
addition to presenting superior performance when compared to
other efficient S-EMG coding techniques found in the litera-
ture, the HEVC encoder is a commercial off-the-shelf product
available on several platforms.

During the segmentation algorithm of dynamic S-EMG sig-
nals, the bursts are positioned side by side for construction of
the 2D signal version. In dynamic S-EMG signals during the
segmentation algorithm, the bursts are positioned side by side
for construction of the 2D signal version. This approach allows
the creation of regions with similar spatial patterns, which can
be exploited by the Intra modes of the HEVC. Moreover, it
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is observed that some regions possess a small variation of the
dynamic range, while others have a large variation (as can be
seen in Fig. 5). Therefore, the use of internal 16 bit-depth pre-
cision is critical for the S-EMG signal, since this increases the
dynamic range of the encoder during internal operations. This
is in accordance with previous evaluation tests of the HEVC
encoder [55]–[57].

The pre-processing method used to construct the 2D input
signal does not prevent the encoder and decoder to be compliant
with the H.265 standard. While the 1D encoder presents worse
performance compared to the 2D encoder at high compression
rates, it presents better performance at low compression rates.
This is mostly evident for the dynamic signals encoding as
shown in Fig. 8 and Table II. This is due to mainly two issues.

First, at low compression rates HEVC uses low quantization
steps. This is not a major issue for natural still images because
pixels are normally highly correlated. However, S-EMG signal
can resemble noise, and the use of a low quantization parameter
can reduce the efficiency of the spatial differential pulse code
modulation of Intra encoding. Second, the proposed 1D tech-
nique has a bit allocation that adapts to the signal characteristics.
Its superior performance for low-compression rates is achieved
by allocating a larger number of bits for the coefficient vector
quantization of the wavelet transform. The 1D proposed com-
pression methodology also has the advantage that it can yield
competitive results using the same procedure for both Isometric
and Dynamic signals, while a different pre-processing step is
required for the 2D encoder.

Despite the good performance, it is also important to note that
our proposals have some limitations. In order for the HECV
encoder to have access to all its coding tools, e.g., all intra-
prediction modules [55], the constructed 2D input signals from
isometric and dynamic S-EMG 1D signals need a number of
rows and columns greater than 64 × 64. In the case of signals
obtained in dynamic experimental protocols, it means that the
signal must have at least 65 bursts so that the 2D version built
by the segmentation meets the requirements for full utilization
of the HEVC encoder resources.

VII. CONCLUSION

In this work, two techniques for S-EMG signal encoding
were developed for dynamic experimental protocols. Further-
more, the proposed techniques also presented good performance
for isometric experimental protocols. The proposed 1D WDAL
technique performed well. In the isometric protocol for CF less
than 75% and in the dynamic protocol for CF less than 85%,
it presented the best results. On the other hand, the proposed
2D BD-HEVC technique efficiently segmented the S-EMG sig-
nal based on a burst peak detection, which makes appropriately
sorting the segments to construct a 2D signal possible. Compar-
ison of the results between RI-HEVC and BD-HEVC indicated
the efficiency of proposed S-EMG signal segmentation. In the
dynamic protocol, for high levels of CF (greater than 80%), the
BD-HEVC technique presented the best performance.

The proposed 1D and 2D coders were very efficient for en-
coding S-EMG signals. The continuity of the research points

towards a comparative performance evaluation from S-EMG
signals collected on other muscles and a comparative perfor-
mance evaluation with other experimental protocols. Also, a
new study of an improvement of pre-processing step specifi-
cally design to use with HEVC for the isometric and dynamic
protocols can be the focus of future researches.
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